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Abstract: The Traditional networking system follows the methodologies such as (i) aggregate routing, (ii) 

decentralized control. These two methodologies are used into achieve the scalability. In this networking concept 

is to achieve the (i) optimal network performance (ii) policy-based management. The policy-based management 

is performed via per-flow routing and centralized control. The centralized control is take the scalability 

challenge is used to some limitation concept like, (i) The ternary content addressable are limitedly used in the 

memory. (ii) Use the On-die memory (to store the forwarding table). (iii) The controllers, overhead position 

includes the per-flow communication/computation. In this SDN based concept provides a novel Hybrid 

Switching (HS) design. The Hybrid Switching (HS) combines the concepts like, (i) traditional switching, (ii) 

Software-Defined Network (SDN) switching. In this concept use the HS which is using purpose is to achieve the 

both (a) scalability, (b) optimal performance. The HS based concept is gives the unexpected benefits, which 

means it makes the both several types of switching, because HS includes mixed the several switches, it is more 

efficient, But this approach fails load-balancing optimization and achieve high scalability. This paper surveys 

various techniques and methods used to achieving scalability through SDN.  
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I. INTRODUCTION 
 The Scalability is a basic concept of this concept, because it based on network performance. The 

scalability is a large issue of network side.  This concept is includes two network designing principles are, (i) 

aggregate routing paths, (ii) distributed control. Moreover, the switches are mostly using the purpose of on or 

off stages, but this concept based switches that is, hybrid switches are forward the packets from one port into 

another port. This routers or switches are transfer the packets (collection of frames, it nothing but data) from 

incoming ports (source) to outgoing ports (destination) through switching fabric.  

The data area using the ASIC (Application-Specific Integrated Circuit) hardware that is software based 

physical component and then, On-die memory that is memory saving purpose. The on-die memory is like as 

SRAM (Static Random Access Memory) for to increase the high speed into packet forward processing time. On-

die memory takes the data in the format of megabytes (MB). The useful benefit is come with use the On-die, it 

is increased one, it technically feasible one, so use heavy data in real time. In this paper concept introduces the 

concept like, (i) Switching, (ii) routing, (iii) hybrid schemes, (iv) design of hybrid switching, (v) general 

optimization framework based on HS. 

 

Key Terms: 

Traditional Switches:  
 The traditional switches call the switch table for transfer packets from source to destination, also. In 

already analyze and store the sender port and receiver port so just call the receiver port it receives the packets 

like, data frames.  The data frames are safely and correctly sent confirmation is based on the MAC address, 

which means, switch table includes all information about the packet transfer oriented all things oriented 

information, so just retrieve the MAC address. It compares the stored source MAC address and Destination 

MAC address. The Switch table includes like, MAC addresses and a port number. The switch table based packet 

transferring path is enhanced, that is steps are, first exchange the host (two-way communication), then, enable 
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the switches, transfer the packet based on Hash table or switch table, it included in the memory area called 

SRAM. Additionally, to increase and correct arrival time use the routing table. 

 

Software-Defined Switching (SDN): 
 The Software-Defined Switching (SDN) is not a technology, it is a network and using some physical 

component, so it based on physical network. The SDN includes three types of devices are, (i) a central 

controller, (ii) SDN switches, (iii) end host. A central controller controls all switching processes like packet 

transfer, SDN switches is a inter-connected form of network, the end hosts are connected in to the switches. The 

SDN is use the forwarding table; it includes the per-flow paths. The forwarding table is implements the TCAM 

(Ternary-Content Addressable Memory) or SRAM. This forwarding table is logically act as very technical, 

which means it, deals multi-tiered tables so the path mapping is very speed.  

 

Hybrid Switching: 
 Hybrid Switching is a collection of circuits and packet switching. It provides more benefits, simply it 

likes, to increase the data transfer rate and then, to reduce the delay time. 

 

Hybrid Topology: 
 Hybrid means more, so that Hybrid Topology is nothing but, it is collection of two or more basic 

network topologies. The basic topologies are, (i) a star-bus, (ii) star-ring, (iii) tiered topology. It organized the 

central and distributed topologies. 

 

Scalability: 
 Scalability means the performance or capability of a system or a network. The scalability is applied in 

growing concept because it handles the huge amount of work. It is a basic issue of the systems like, (i) 

electronics systems, (ii) databases, (iii) routers, (iv) networking. 

 

Load Balancing: 
 Load balancing means its divided into the number of computer that is, hosts, connection between two 

or more computer or host, so the same amount of time to use the data transfer. It can be implemented with the 

physical and unphysical components, that is, hardware and software. The load balancing main concept or 

purpose is computer server clustering. It is mostly used in load balancing web traffic. 

 

II. LITERATURE REVIEW 
In this paper [1] author has presented the network based switching concept namely, “Software-Defined 

Label Switching: Scalable Per-flow Control in SDN”. In the SDN concept is to implement the per-flow control 

for data area scalability. It used the (i) limited storage, so achieving the flexible control, (ii) low storage cost, so 

low-latency data area. The previous system fails in the concept of per-flow control. So the proposed system 

takes this failed concept and move to success this concept, that is, it easily implements the per-flow control. This 

concept uses the SDLS (Software-Defined Label Switching) for both (1) data area scalability, (ii) Per-flow 

control.  SDLS is combining the central control with label switching for it reducing the storage burden, because 

maintaining the per-flow control.  

The SDLS is introducing the software switches. This software switches is used into the data area and 

managing the network region for scalability. It is an open-flow compatible. It takes the hybrid data area to give 

the efficient flow setups. This concept is tested in to the state-to-art and comparing. It provides best latency 

performance. It is reducing the number of flow entries. This concept uses the OpenFlow. OpenFlow only 

includes hardware switches, so it suffers the small flows. The small flow increases the speed, but this openflow 

suffers this small flow, it is one drawback of this concept.  

In the SDN paper [2] concept is presented by author, which explains the “Software Defining 

Networking challenges and future direction: implementing the SDN features on OpenStack private cloud”. This 

concept based cloud computing provides the services are Network access infrastructure, it includes the (i) 

hardware, (ii) operating system, (iii) network storage, (iv) database and applications. The network access 

processes are controlled that is, handles the (i) network usage, (ii) fast rate, (iii) current requirements (demands). 

These processes are automatically scaled because it follows the infrastructure. The previous system difficult to 

this task, that is difficult to automate. The previous networks are only using the purposes for (i) time-consuming, 

(ii) expensive, (iii) case generating virtual machines, (iv) migration, (v) network configuration. The 

requirements of network operations are, (i) efficient, (ii) flexible, (iii) agile, (iv) scalable SDN. In this proposed 

system is how to reduce the network management issues. The SDN is implemented in the OpenStack Platform, 

and it is tested and evaluated the various network performances. It needs the multiple database instances. 
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In this paper [3] author has presented “A Hybrid Hierarchical control plane for software-defined 

network”. In this paper consider the SDN is a technology, and it control the entire network, it gives to software. 

It provides the best-of-effort service is to one application. In this paper describes in the SDN term is, it is a 

method, to apply the networking concept, then, (i) it controls the decoupled or disconnect from the hardware or 

physical infrastructure, (ii) it control the area from separate hardware is organized and it is given to one 

centralized software entity, it called “Controller”. The desired customized network is making by SDN 

architecture. The proposed system is overcomes the concept is, (i) routing to larger network, (ii) scaling to larger 

network. This concept design is combining hybrid hierarchical control area; it is to reduce the computational 

complexity. Finally, it improves the scalability. It is only applicable for larger network.  

The paper [4] “Software Defined Network” has presented by author. The previous network methods are 

needs to more changes for entire devices so it is affected and to maintain the number of flows. The time 

consuming is very difficult, so low scalability and flexibility. In this difficulties increase the problem area, that 

is increasing the demands in complex networks. This concept uses the openflow protocols for to classify the (i) 

control plane (ii) data plane. The centralized controller is to selects the forwarding packets.  It supports the large 

number of devices such as, routers and switches. The network operator design is based on the network demands. 

The openflow provides an open interface between the two areas. The router and devices are included in 

controller. The large numbers of result requests are not handled.  

In the implementation challenging paper [5] has presented by author, to deliver the message is how to 

implements the challenges in SDN. The concept of cloud is providing the data centers, it is exploded, organized, 

and converged. The virtualization technologies to provide the advantages are, (i) predictability, (ii) continuity, 

(iii) quality of service. In the same time should increase the energy efficient and high-security networking. The 

network operators, services, product providers are require the new network solutions. The SDN is an efficient 

and emerged technology and it supports the dynamic network functions. Some intelligent applications include 

lower operating costs via (i) hardware, (ii) software, (iii) both, (iv) management. In this proposed concept is 

mainly focus the terms like, (i) network performance, (ii) scalability, (iii) security, (iv) interoperability. The 

network means interaction between nodes like, switches, routers.  

The network interaction is very complex in earlier system, requires the more system-based approach 

encompassing the elements, so this problem is overcome, and reduce this problem, to introduce the SDN 

concept. SDN features are: (1) classification of control plane from data plane, (2) centralized controller view the 

network, (3) the controller provides open interfaces between devices into control plane and open interfaces 

between devices into data plane, (4) external applications provides the network programmability. It requires 

high bandwidth. 

In this paper [6] concept is amazing information that holds, it has presented by author. The SDN 

concept is apply in to the programmable networks. The SDN is take the radial new idea in networking for (i) to 

simplify the network management, (ii) innovation enabled via programmable networks. This SDN based 

network programmability is compared in to state-to-art based network programmability. In this system use the 

openflow concept, and it future development based on ICN (Information Centric Networking). The openflow is 

large target infrastructure based on network. But the numbers of resources are shifting, the connectivity makes 

the capacity sharing difficulties. The self-organizing network includes variety of applications are, (i) cloud-

based services, (ii) vehicular communication, (iii) community services, (iv) healthcare delivery, (v) emergency 

response, (vi) environmental monitoring. 

In this paper [7] author has presented the SDN concept, and its main goal is to provide the, (i) 

simplified network design, (ii) operation, (iii) management, these all terms by using the decoupled control plane. 

In the main issues of scalability and reliability is comes in centralized control and global network knowledge, so 

the SDN usage increased.  The system is proposes and evaluates, (a) hybrid switch with partial group of basic 

bridging, (b) new cooperative engineering manner between controller and switches.  This group of bridging 

offloads the controllers of SDN. Then, the SDN controller handles the capability of forwarding rules installing 

rules installation for switches, then additionally this controller use the hybrid switches, that is comfortable 

objects is easily interoperate with the traditional switches. So, this hybrid switch is implemented, and then gets 

the hybrid openflow switch. This switch is called open source software switch, it is proof one.  

Continuously, improved the terms like, scalability and path setup so, it is response to centralized SDN 

solutions. These solutions give the merits are, (i) To reduce the controller load, (ii) To reduce the traffic between 

switches and controller. In this proposed systems, cooperative mechanism to focus some improvements, (a) 

recovering failures, (b) Higher loads in all approaches based get the best performance, (c) To provide a good 

trade-off inter controller based and distributed methods or mechanism.  

The SDN architecture supports the following merits like, (i) The switch configuration avoids the 

switches, (ii) Allowing fast usage of new protocols, but this protocol does not need the design and new 

switching equipment. The hybrid switches is reduced the controller load, so improves the performance, 
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scalability and then, resilience. It using the controller based recovery, which means count the number of flow, 

but it affects each flow in processing time. 

The paper [8] expose the challenges, opportunities and research issues of SDN concept, it has presented 

by author. The proposed system aim is how to select the possible and best controller. In this paper final result 

provide the advantages like (i) to reduce the network complexity, (ii) to reduce the implementation cost or price, 

(iii) to maintain the network in any organization. The SDN controller isolated the control plane, data plane and 

the centralized control. It focus only, (a) issues, (b) challenges, (c) network implementation oriented 

requirements. In this proposed system solving issues are, (1) multiple located network branches, (2) cost, (3) 

technical resources, (4) each branches use separate VLANs, (5) traffic engineering complexity, (6) branch 

working hours that, physical access limitation, each branch based bandwidth problem, (7) existing SDN 

controllers oriented improvement steps, that is refer the existing survey.  

The technical resources are located in location, expertise, separate control plane (configuration), 

network devices visibility (decentralized visible). In this system considered major issues are, (a) user 

requirements increasing, (b) Available of bandwidth, (c) configuration based technical requirements, (d) 

scalability, (e) cost, (f) each device high level processing power. The SDN is used to improve the centralized 

visibility. Finally, this proposed system is helps, (i) to select the best possible SDN controller from existing 

controller, (ii) to less the hardware and software requirements, (iii) to less technical resource requirements, (iv) 

centralized visibility, (v) bug free traffic engineering, (vi) high network availability. To select the best possible 

SDN controller follows these two steps are, (i) initially, uses the pairwise comparisons (consistency checking); 

(ii) it allows the decision makers that are measured by relative significance of selected object. The SDN 

controller includes the more properties this is affects the network efficiency. 

In the research challenge paper [9] for traffic engineering is using the SDN, has presented by author. In 

this paper concept is easily and clearly describes the SDN with traffic engineering and challenges. The SDN is a 

one of the network paradigm. It separates the network plane. This network plane is separates from data 

forwarding plane. It is improves the resource utilization for network, network management are simplified, 

operating cost is reduced, and it supports the new innovation and proper evaluation. This SDN based traffic 

engineering technique is applied in this following area, (i) used in ATM and IP/MPLS networks for performance 

optimization, (ii) The SDN provide the traffic engineering solution for novel.   

The novel traffic engineering solutions is applied in global view of network, status of network, to order 

the flow patterns and characteristics for better traffic control and management. This traffic engineering is 

compared with the state-to-art in traffic engineering. The State-to-art of this evaluation is based on this terms, 

(1) flow management, (2) fault tolerance, (3) updated topology, (4) traffic analysis. In this system handles the 

network intelligence and states are includes the two controllers are namely, (i) centralized manner (one 

controller), (ii) distributed manner (many controller).  

The APIs (Application Programming Interfaces) are collectively called, north-bound open APIs. These 

APIs communicated between the application layers in protocol. The network service is to enable the control 

plane layer in SDN. The SDN data plane layer is includes the OpenFlow (OF). The OF switches are 

communicated with this SDN controller through south-bound open interfaces, that is OF protocol. This OF 

protocol is allows the logically centralized controller that is, one controller, then this switching technology is 

dynamically modified the routers and switches forwarding table. The SDN architecture is less the effort for SDN 

development based on Traffic Engineering (TE) Tools. The Traffic Engineering is major part of, (i) dynamically 

analyzed network performance optimization, (ii) predicting, (iii) ordering the behavior of this transmitted data. 

A single controller cannot works efficiently, that is increase the number of elements and number of traffic flows. 

In the SDN classification paper [10] author has presented the concept is, “a taxonomy or classification 

of SDN enabled cloud computing”. The SDN gives the opportunities for the cloud computing is, to enables the 

programmable networks, adjustable, dynamic reconfiguration. In this proposed concept is mainly focused on 

this terms are, (i) data center power optimized, (ii) traffic engineering, (iii) network virtualization, (iv) security. 

It is tested or evaluated in different methods and then, it developed for this SDN enabled cloud computing, also. 

In this concept based clod computing includes two sections are, (i) Data Center Networks (DCN), (ii) Software 

Defined Networks (SDN).  

The cloud computing supports the complex networking so, the SDN forms the scalability and cost 

efficiency. The cloud based SDN controller performs, (i) to monitor the entire network, (ii) conducting many 

researches is available, that is includes the, (a) bandwidth allocation per flow, (b) traffic consolidation, (c) 

dynamic configuration, (d) to improve the Quality of Services (QoS), (e) energy efficiency. The cloud 

computing requires the quick response for dynamic cloud computing. This requirement is to manage the traffic 

demands. The cloud data center with private WAN (Wide Area Network) between data center, this research are 

conducted, but this concept added the proof of this paper concept. The SDN is utilized for optimized WAN, it is 

to manage traffic or flow between edge and top of the slicing network area and then, Virtualized Network 

Function (VNF). The energy-efficient cloud data centers are classified into three types and it helps to reduce the 
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data center energy consumption, (i) Host optimization, (ii) Network optimization, (iii) joint optimization. But, 

the joint optimization decreases the host and network power usage and cost, that is saved operational cost. 

Finally, the SDN controller manages the individual and dynamic global view of overall network area. 

This paper [11] author has newly presented the concept is, “Next-Generation SDN based networks”. 

The SDN is to provide the (i) programmable networks, (ii) easy to complex configuration; this is increase the 

network performance that is, speeds. This reason is basic takes and implements this proposed system, next-

generation SDN based networks. The first step is scaling the number of rules of SDN. Secondly, to decrease the 

number of packet loss. Finally, reuse the network resources. The data center traffic is reduced by using the 

TCAM (Ternary Content Addressable Memory). The SDN mostly decrease the end-to-end delay. The SDN 

hosts or nodes use the hybrid networks, if suppose turn off the network devices in this time not affects the 

network performance because using the hybrid switches. This system is needs the time. 

In this paper [12] author has presented the applicability and service possibility of SDN, which is 

designed and managed the telecommunication and data networks. In this paper is simplifying the SDN with QoS 

in communication networks. The QoS in communication networks based on several factors and it is defined the 

network service providers and it is referred the low level network approaches. The decoupling (control and data 

plane) is allows the logical control it is called, “SDN controller” (SDNC). In this paper includes some topologies 

are, (i) ring topology, (ii) flattened butterfly topology, (iii) EPS/OCS network topology. The ring topology 

makes the lower node degree. The novel hybrid EPS/OCS network topology is to implements the intelligent 

algorithms. This algorithm is applied in network resource utilization. 

In this paper [13] author has presented a comprehensive survey of SDN. The terms routers and 

switches are the parts of distributed control and the transport network protocols. The form of digital packets 

transferred one host to another through the parts of the network objects. The previous IP address technique is 

transfer the digital packet is very complex and hard to manage, because this transformation needs the safe and 

secured transformation, so many packet transformation techniques are introduced for fully corrected packet 

transformation. This transformation is confirmed by using the acknowledgements, because sometimes sends the 

blank or modified that is, data modified packets, so needs the correct packet transferring techniques and signal 

analyzing techniques; this is for the signal problems. If suppose the signal problem is occurred. In this time the 

sending packet are affected that is, erased or incorrectly received.  

The SDN structure is including set of networking resources or equipments. The datacenters reactive 

setting, which is the flow rules are not acceptable for the performance. The Open flow controller handles the 

eight switches. 

 

Table 1.0. Comparison Table 

Paper 

Number 

Techniques Advantages Disadvantages 

1.  Software switches and 

OpenFlow 

To improve the scalability. OpenFlow suffers the small 

flows. 

2.  OpenStack Automatically scaled. It needs multiple database 

instances. 

3.  Hybrid Hierarchical 

control plane 

To reduce computational 

complexity. 

Only applicable for large 

network. 

4.  OpenFlow Protocols It supports large number of 

devices. 

The large number of results 

requests is not handled. 

5.  Virtualization 

technologies 

Scalability, security, 

interoperability, network 

performance. 

It requires high bandwidth. 

6.  Network 

programmability 

To simplify the network 

management, innovation enabled 

via programmable networks. 

The numbers of resources are 

shifting, the connectivity 

makes the capacity sharing 

difficulties. 

7.  SDN controller Simplified network design, 

operation, management. 

It affects each flow in 

processing time. 

8.  SDN with data, control 

and centralized plane 

To reduce network complexity, 

implementation cost,  maintain the 

network in any organization. 

The SDNCs more properties 

this is affects the network 

efficiency. 

9.   

SDN based traffic 

engineering technique. 

It is improves the resource 

utilization for network, network 

management are simplified, 

operating cost is reduced, and it 

To increase the number of 

elements and number of 

traffic flows. 

 



A Survey on Achieving High Scalability through Hybrid Switching In SDN 

International organization of Scientific Research                                                          33 | Page 

supports the new innovation and 

proper evaluation. 

10.  Taxonomy 

 

Data center power optimized, 

traffic engineering, security, 

network virtualization. 

The joint optimization 

decreases the host and 

network power usage and 

cost, that is saved operational 

cost. 

11.  Basic SDN (i) programmable networks, (ii) 

easy to complex configuration; 

This system is needs the 

time. 

12.  SDN with QoS It designed and managed the 

telecommunication and data 

networks. 

The ring topology makes the 

lower node degree. 

13.  Basic SDN To improve the scalability and 

reliability. 

The datacenters reactive 

setting, which is the flow 

rules are not acceptable for 

the performance. 

 

The above table 1.0. Depicts the working methodologies of various techniques which can be used in SDN, and it 

apply to different terms to get different result. Finally, the proposed system finally gives the scalability. 

 

III. CONCLUSION 
Achieving High Scalability is one of the major problems in SDN. This Scalability improves 

performance of the network. In this paper, Achieving High Scalability in SDN techniques are investigated. 

There are numerous researches from various domains are continuously working towards developing Achieving 

High Scalability. The aim of this survey was to summarize the recent researches and its demerits towards 

achieve High Scalability. This paper gives the merits and demerits of the recent techniques and its capabilities 

are studied. This paper concludes that there is no effective method discovers for Achieving High Scalability. So,   

further approaches should overcome all the above issues. Further implementation has to be done in order to 

Achieving High Scalability in SDN environments. 
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