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Abstract- Recognition of Power-Transformer Protection is a veryimportant task for the power system operation. 

In this work, a hybrid of wavelet transform and neural network (WNN) approach is introduced for PTP (Power-

Transformer Protection) events classification.The PT(Power Transformer) waveform is first decomposed by 

four levels Daubechies-4(db4) waveletanalysis and the decomposed waveforms then be processed by the NN for 

PTP event classification. (4) By utilizing the WNN, the PTP event recognition system can be implemented with 

minimum neurons and produces maximum attainment. Furthermore, this technique can accommodate maximum 

training patterns automaticallyreconsider the ANN system. The proposed approach is implemented in a 

simulation program to verify the validation and classification accuracy. 
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I. INTRODUCTION 
 Power transformers are devices that need to uniquepreservationdue to their essentially required to the 

electricalSystem toconnected. Generally,Differential relays are used for the primary protectionof large 

transformers. Some ofThe situations appear during transformer energisation (inrush currents), CT 

(currenttransformer) saturation, among others, which canresult in an incorrect trip [4]. The correct and 

fastdetection ofdifferent faults from the power transformers protection. Regarding therecognition of transformer 

faults as opposed tomagnetizing inrushcurrents, the approach traditionally used is theaforementioned differential 

combined technique withharmonic restraint. In this method, transformer inrushCurrent due to energisation is 

recognized on the basisof second harmonic components Obtained by filters. In this work, we proposed a PTP 

event classification approach that combined wavelet transform and neural network [4]. There are two main types 

of features for detecting PT disturbances, which are frequency domain features and time domain features. 

Wavelet transform method provides time-frequency information simultaneously. Therefore, we utilized wavelet 

transform method to preprocess the PT data. Then the preprocessed WT data are feed into the neural network for 

classification. During the training process, the neural network can automatically reconfigure the network 

structure to improve the classification performance of the system. Therefore, we can obtain a high efficiencyat 

low neurons, which also intimate lowcompetitioncomplication. This paper is organized as follows: Section II 

introduces wavelet transform method and its implementation technique. Section II provides briefly introduction 

of Standard deviation. Section III provides briefly introduction of neural network. Section IV presents the 

pattern recognition and Transformer faults classification system. Section V provides the experimental results of 

the proposed approach, and the conclusions are discussed in the last section.Powertransformer faults can deal 

with complex frequency signals, where in non- uniform bandwidths, can be employed [4]. The applications of 

wavelet analysis in Power transformer include analysis and detection of electromagnetic transients and fault 

detection [6]. Among the various applications of the wavelet analysis, current differential relay and linearly 

divided frequencies are of importance[8].The wavelet families are further classified.Daubieches, Coiflet, Symlet 

and Meyer are examples of orthogonal wavelet families, while B-Spline is an example of orthogonal wavelet 

families. Morlet, Gaussian and Mexican Hat are examples of the non orthogonal wavelet families[13], [20]. 

Appropriate selection of the mother wavelet for signal representation can maximize the advantages of this 

technique.Moreover, thewavelet transform will be interpreted in termsof the required number of levels of 

analysis [14], [21]–[23]. This paper proposes a new algorithm based on the wavelet transform and neural 

network (WNN)) to diagnose magnetizing inrush and internal faults currents in three-phase power transformer. 

TheWNNdemonstrate reliable and fast responses to fault currents without depending on transformer parameters, 

loadingconditions and grounding.The results demonstrate the stable, reliable and fast discrimination between the 

prominent   events of   magnetizing inrush current and   internal faults. 
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II. WAVELET TRANSFORM 
Wavelet transform is used for   decomposition of transformer current signals forAnalysis of a various faults. 

Wavelet analysis is suitable for analysis of transient signal [26]. The WT is an efficient signal processing tool 

used in power system analysis [26]–[15]. The WT and STFT allow different frequency components to be time 

localized, with fixed window width function as in STFT.[26].This analyse the  frequency and time resolution. 

However the WT using wavelets as the analyzing function have a self-adjusting capability to the time and 

frequency relation to thereby creating a opposite matched frequency / width wavelet, i.egreater frequency - 

narrow width and vice versa.Transients create higher frequency components and have shorter time intervals, in 

contrast to lower frequency components and higher time intervals.  WT has the inherent advantage of   focusing 

on shorter time intervals, thereby picking transients for analysis and discrimination based on current 

characteristics. [15].  

 

 
1 Implementation of DWT 

 

 Fig. 1 illustrates the implementation Discrete WT (DWT), S - original signal, LPF and HPF: low-pass 

and high-pass filters respectively. The analysis is done by successive decomposition of the signal i.e.   the signal 

is bifurcated and the two components passed through HPF and LPF.  The output of the LPF is again bifurcated 

and sent through HPF and LPF   and this process is repeated up to a predetermined level of decomposition. 

According to Nyquist‟s theorem. 

 

III. ARTIFICIAL NEURAL NETWORKS 
In many real world applications, the computers have to perform complex pattern recognition problems. 

Since the conventional computers are obviously not suited to this type problem, the features from the physiology 

of the brain is borrowed for the basis for the new processing models. Hence, the technology has come to be 

known as Artificial Neural Networks (ANN). [26]The ANN is an exact simulation of a real nervous system. It 

can be used to solve complex pattern-matching problems.[26].A Feed Forward Neural Network (FFNN) consists 

of layers of processing units, where each layer feeds input to the next layer in a feed forward manner through a 

set of connection strengths or weights. By a suitable choice of architecture for a feed forward network, it is 

possible to perform several pattern recognition tasks. The constraint on the number of input patterns is overcome 

by using a two layer feed forward network with nonlinear processing units in the output layer. This modification 

automatically leads to the consideration of pattern classification problems.[26] While this modification 

overcomes the constraints of number and linear independence on the input patterns, it introduces the limitations 

of linear separability of the functional relation between input and output patterns. Classification problems which 

are not linearly separable are hard problems. In order to overcome the constraint of linear separability for pattern 

classification problems, a multilayer feed forward network with nonlinear processing units in all the 

intermediate hidden layers and in the output layer is proposed. While a multilayer feed forward architecture 

could solve representation of the hard problems in the network, it introduces the problem of hard learning i.e., 

the difficulty in adjusting the weights of the network to capture the implied functional relationship between the 

given input-output pattern pairs. The hard learning problem is solved by using the back propagation learning 

algorithm. The resulting network provides a solution to the pattern mapping problems. The generalization i.e., 

ability to learn a mapping function of a multi-layer feed forward network with the back propagation learning law 

depends on several factors such as the architectural details of the network, the learning rate parameter of the 

training process and the training samples themselves. An ANN performs in two different modes:  training and 

testing. During training, testing is simply an adaptive process during the weights associated the change in order 

to provide the best possible response to all the signals. Neural networks have reached the desired performance, 

the learning stage is over and the associated weights are frozen. The final state of the network is preserved and it 

can be used to classify present, old hidden inputs. At the testing stage, the network receives an input signal and 

processes it to produce an output. If the network has perfectlydigest, it should be accomplished to conclude, and 
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the original outputformed by the network should be near to as good as the ones produced in the learning stage 

for similar inputs. 

 

 

 
 

Fig.2 Wavelet Decomposition 

 

 The flowchart of the algorithm for WPT based relaying is shown in Figure 5 and is explained in 

steps.Step 1: The current and voltage signals are obtained from the three phase transformer using MATLAB 

/SIMULINK software for different types of fault and no fault conditions. 

Step 2: The differential current for the various cases are calculated. 

Step 3: The differential current after the occurrence of the fault or no fault condition are fed to ANN and trained 

after taking the 500 samples. The output of the fault samples are assigned „1‟ and the output of the no fault 

samples are assigned „0‟. 

Step 4: Next, the ANN classify the internal faults like 

L-G, LL-G and LLL-G. 

 

 
 

Fig.3Flowchart of the algorithm for WNN 

 

IV. SIMULATION RESULTS 



Recognition of Power Transformer faults using Wavelet based Neural Networks 

International organization of Scientific Research                                                                               76 | P a g e  

 
Fig. 4 Configuration OfPower Transformer 

 

 The proposed technique is tested on the model of a 3- , 315-MVA, 400/220-kV, 50-Hz core-type Y-Δ 

power transformer [20]. The 400kVA power transformer is configured as a step-down transformer; its 

configuration is shown in Fig. 6. In this work, the grounding is Implemented using a resistance RG = 20Ω and 

leakage inductance 0.6mH. The ground resistance RG connects the neutral point of the Secondary windings with 

the ground. The experimental setup used for online tests of both power transformers is shown in Fig.7. Two sets 

of 3 identical CTs, one each on primary and secondary are employed and the methods used to simulate the 

various faults, was explained earlier. 

 

Case 1: Magnetizing Inrush Current: 

 For tested power transformer, in most cases, the magnetizing inrush current had a high magnitude with 

longer time to decay. The WNNbased WT trip signal remained low, indicating that the detected magnetizing 

inrush current was classified as non fault condition. The simulation results for the case of magnetizing inrush 

current without a load are shown in Fig.5. 

 

 
 

Fig.5 Ann Patter Recognition 

 

 
Fig.6 Ann Classes 
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Fig.7 Inrush Current For Phase-A 

On WT, there are a number of sharp spikes during the period of inrush current transient. Several sharp 

spikes occur immediately following the fault inception time, these sharp spikes rapidly decay near zero within 

ten cycles, whereas those spikes associated with inrush current, are attenuated at the most during a 10 cycle 

period for small transformers, lasting for 1 min for large units. This difference can be effectively used as a key 

feature to discriminate an internal fault current from magnetizing inrush current. 

 
 

Fig.8 Inrush Current For Phase-B 

 

 
Fig.9 Inrush Current For Phase-C 

 

 Fig.7, 8 and 9shows the WT Analysis of the three phases of the inrush current when an unloaded 

transformer is energized at 0.025Sec with a voltage closing angle of 45 degrees.The normalized amplitudes with 

d2 coefficients are plotted on X axis and Y axis respectively. d2 transient spikes occur at the start of the inrush 

current with a slow decay in a time interval of 10 cycles. 

 

Case 2: Single Phase-to-Ground Fault Current 

 The test for this fault was carried out through connecting phase A to the ground. Fig. 10 depicts the 

three phase differential currents and the WNN based WT response.It clearly shows that the WNN based WT 

classify the faults from low to high indicating that an internal fault has been detected in less than five cycles.  
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Fig.10 Single Phase-to-Ground Fault. 

 
Fig.11 Internal FaultFor Phase-A 

 

 Single phase A to Ground (A-G) internal fault with fault resistance of 20 ohms at 0.5 sec for duration 

of 0.5 sec is simulated and the DWT analysis of differential current for all the three phases are shown in the 

Fig.11. During internal fault, transients of high frequency are generated in the current. It is observed that the 

occurrence of transient spike and subsequent decay occur within three cycle. 

 

Case 3: Line-to-Line Fault Current 

 The test for this fault was carried out through connecting phase A and phase B. Fig.12.Represents the 

three phase currents and the WNN including WT response of the trip signal. It clearly shows that the WNN 

based WT trip signal changed its status from low to high indicating that an internal fault has been detected in 

less than five cycles.  

 
Fig.12Double Line to ground Fault. 

 

Double Line to ground (AB-G) internal fault with fault resistance of 20 ohms at 0.5 sec for duration of 0.5 sec is 

simulated and the DWT analysis of differential current for all the three phases are shown in the Figure 12.  
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Case 4: three phase Fault Current 

 Three Phase Fault Current the test for this fault was carried out through connecting phase A, B and 

phase C. three phase differential currents are represented in Fig. 12 and Fig.13. It clearly shows that the 

WNNbased WT signal changed its status from low to high indicating that an internal fault has been detected in 

less than five cycles. 

 
Fig.12 Three Phase  Ground Fault. 

 
 

Fig.14 Recognition of Ali Fault 

  

 In the above table out of 15 test results 13 faults are exactly recognised remaining  two faults are  not 

able to recognised so that ANN pattern recognition capacity is 86.6 % in this case only.  

 

V. CONCLUSIONS 
 In this proposed work tested 15 cases of pattern recognition of power transformer faults. Out of 15 test 

results 13 faults are exactly recognised remaining two faults are not able to recognise so that ANN pattern 

recognition capacity is 86.6 % in this case only.  
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