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ABSTRACT  

Our project, "Optimized Wallace Tree Multiplier Using High-Order Compressors," focuses on enhancing the 

performance of multipliers in digital systems and signal processing applications. Adders and multipliers play a 

major role in designing complex circuits, but traditional multipliers consume significant area, delay, and power. 

To improve multiplier efficiency, multiple architectures have been designed. In this project, a Wallace tree 

multiplier is proposed to enhance speed using compressors.  

The key focus is on partial product reduction, which significantly impacts multiplier performance. Initially, 4:2 

compressors are used for reduction. However, as the input bit length increases, complexity grows, making the 

multiplication process more time- consuming. To address this, multi-input compressors are used to further shorten 

partial products.  

In the proposed design, a higher-order 7:3 compressor is incorporated to minimize delay, achieving better 

performance compared to previous multiplier architectures.  
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I. INTRODUCTION 
Modern computing applications, such as Digital Signal Processing (DSP), machine learning, and image 

processing, extensively use multipliers. These applications require a large number of arithmetic operations, 

making multiplication a key component in computationally intensive tasks like Fast Fourier Transform (FFT), 

Discrete Cosine Transform (DCT), and Convolutional Neural Networks (CNNs). However, exact multipliers 

consume significant power and area while increasing computational delay, which affects system performance and 

efficiency. To address this challenge, researchers have proposed Approximate Multipliers that trade accuracy for 

reduced power consumption, area, and delay, making them suitable for error- tolerant applications.  

Recent advancements in arithmetic optimization have demonstrated that approximate computing 

techniques can significantly improve system performance. By relaxing the requirement for exact results, 

Approximate Multipliers achieve lower power dissipation and smaller circuit complexity while maintaining 

acceptable accuracy. Several architectures have been designed to optimize multiplication operations by reducing 

the number of logic gates and critical path delay. The primary techniques for designing approximate multipliers 

include truncation, bit-width reduction, and error-resilient arithmetic modifications.  

Although Approximate Multipliers introduce small computational errors, they are widely used in DSP 

accelerators, neuromorphic computing, and real-time image processing applications where perfect accuracy is 

unnecessary. Researchers have developed various approximation strategies to balance accuracy and efficiency, 

including approximate Booth encoding and fused add-multiply (FAM) units. Recent studies have explored 

different approximation techniques to optimize performance for specific applications, focusing on minimizing 

error while maximizing energy efficiency.  

High-speed computing applications by optimizing the multiplication process through reduced logic 

complexity and efficient arithmetic encoding schemes. We analyze different Approximate Multiplier designs and 

compare them with conventional multipliers regarding performance metrics such as power consumption, area 

occupation, and delay. The goal is to provide an efficient multiplier design suitable for error-resilient applications 

while achieving significant gains in computational efficiency.  

 

II. Related Work 
Approximate multipliers have gained significant attention in modern computing due to their ability to 

trade accuracy for efficiency. Multiplication is a fundamental operation in digital systems, but conventional 

multipliers require substantial hardware resources, leading to high power consumption, increased circuit area, and 

longer computational delays. In applications like image processing, machine learning, and signal processing, 

where minor errors are tolerable, approximate computing provides a promising alternative. By allowing small 



Implementation of High Speed Area Efficient Multiplier using 7:3 Compressors 

International organization of Scientific Research                                                               69 | P a g e  

errors in calculations, approximate multipliers enhance energy efficiency and improve processing speed, making 

them suitable for low- power devices such as smartphones, embedded systems, and Internet-of-Things (IoT) 

applications.  

The need for energy-efficient computing has grown due to the increasing use of battery- operated devices. 

Traditional multipliers consume significant power due to their complex arithmetic operations. Approximate 

computing provides an effective solution by relaxing accuracy constraints while improving performance. Many 

real-world applications, such as deep learning and multimedia processing, naturally tolerate minor computational 

errors. Approximate multipliers help reduce power consumption, minimize delay, and lower hardware complexity, 

making them an attractive choice for energy- efficient systems. Researchers have explored various approximation 

techniques to achieve a balance between accuracy and efficiency.  

Several techniques have been proposed in literature to design approximate multipliers. Truncated 

multiplication is one of the most common approaches, where the least significant bits of the operands or 

intermediate results are discarded. While this introduces minor errors, it significantly reduces power consumption 

and hardware overhead. Another approach involves reducing bit-width, which lowers computational complexity 

and speeds up processing while sacrificing some accuracy. Approximate partial product generation is another 

widely used technique, where complex additions are simplified using logical operations such as AND gates instead 

of full adders. Some critical computations. These methods ensure that approximate multipliers remain highly 

efficient while maintaining acceptable accuracy levels. 

 

III. PROJECT DESCRIPTION 
Multiplication is one of the most fundamental arithmetic operations in digital computing and plays a 

crucial role in various applications such as digital signal processing (DSP), machine learning, image processing, 

and cryptographic systems. Many computationally intensive tasks, including Fast Fourier Transform (FFT), 

Discrete Cosine Transform (DCT), and neural network computations, rely heavily on multipliers. However, 

traditional multiplier architectures suffer from several challenges, including high power consumption, increased 

delay due to long carry propagation, and large area occupation in hardware implementations such as FPGA and 

ASIC designs.  

One of the major limitations of conventional multipliers, such as the array multiplier or the Wallace tree 

multiplier using 4:2 compressors, is the long carry chain, which increases the critical path delay (CPD). The ripple 

carry effect in addition stages further slows down the multiplication process, making it inefficient for high-speed 

applications. To address these issues, researchers have explored approximate computing and optimized 

compressor-based architectures that trade off minimal accuracy for significant gains in speed and power 

efficiency.  

In this work, a high-speed, area-efficient multiplier is proposed using 7:3 compressors to improve the 

partial product reduction process. Unlike conventional designs that use 4:2 compressors, the 7:3 compressor 

reduces the number of addition stages, thereby minimizing power consumption and computational delay. 

Additionally, a Wallace tree structure is used for efficient partial product reduction, along with Carry- Save Adders 

(CSA) to further enhance performance. By optimizing the design with 6- input LUT configurations in modern 

FPGAs such as Xilinx Virtex-7 and Zynq series, the proposed multiplier achieves significant improvements in 

speed, power, and area utilization.  

 

IV. SIMULATION RESULTS 

 

 
Figure. Simulation result of the Proposed16-bit multiplier using 5-3 compressor 
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Figure: Summary report of the Proposed16-bit multiplier using 5-3 compressor 

 

 
Figure: Delay report of the 16-bit multiplier using 5-3 compressor 

 

 
Figure: Block Diagram of 16-bit multiplier using 5-3 compressor 

 

 
Figure: Internal Structure of Block Diagram of 16-bit multiplier using 5-3 compressor 
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Figure: RTL schematic of the 16-bit multiplier using 5-3 compressor 

 
Figure: RTL schematic of the 16-bit multiplier using 5-3 compressor 

 
Figure: Technology schematic of the 16-bit multiplier using 5-3 compressor 

 
Figure: Internal Block Diagram of LUT6 of 16-bit multiplier using 5-3 compressor 

 
Figure: Internal Block Diagram of LUT4 of 16-bit multiplier using 5-3 compressor 
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Figure: Internal Block Diagram of LUT3 of 16-bit multiplier using 5-3 compressor 

 
Figure: RTL schematic of the 16 bit multiplier 5-3 compressor 

 
Figure: Simulation result of the proposed 16-bit multiplier using 7-3 compressor 

 

 
Figure: Summary report of the proposed16-bit multiplier using 7-3 compressor 
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Figure. Delay report of the proposed16-bit multiplier using 7-3 compressor 

 
Figure. Block Diagram of 16-bit multiplier using 7-3 compressor 

 
Figure: Internal Block Diagram of 16-bit multiplier using 7-3 compressor 

 
Figure: RTL schematic of the 16-bit multiplier using 7-3 compressor 
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Figure: Internal View RTL schematic of the 16-bit multiplier using 7-3 compressor 

 
 

Figure: Technology schematic of 16 bit multiplier 7-3 compressor 

 

 
 

V. CONCLUSION 
In this paper, The proposed energy-efficient approximate multiplier effectively balances accuracy, area, 

and power-delay-product (PDP) requirements, making it suitable for error- resilient applications. By using 7:3 

compressors, along with Wallace Tree Multiplier,the design demonstrates significant improvements in efficiency. 

The -higher order compressors reduce the circuit area and power consumption while maintaining a low error rate. 

The elimination of a resource-intensive error recovery module further enhances system performance. This 

innovative approach provides a viable alternative to conventional multipliers, especially in applications where 

slight errors are acceptable in exchange for improved resource efficiency. 
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