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Abstract: The way that information is shared has always been revolved around knowledge sharing. 

Information is a value for the machine, but is described as an action requiring a reaction for the humans. Any 

gesture that can be visualized or sound that can be heard is used to convey information or instructions to a 

machine. The same action that can be stipulated by a machine evolves via machine learning by learning the 

predefined database or samples. Intelligence that evolves via machine learning is a derived product of an 

artificial intelligence (AI) that is bundled in a system via a software interface. This research area mainly deals 

with algorithms that need to access huge amounts of data and provide faster derivations and beyond. An 

algorithm implemented via a computer vision or a means of computation for processing such huge amount of 

data requires creation of a classifier. Definition of such a classifier requires training a machine learning model 

whether it is supervised or unsupervised with ensuing tasks for various directions or domains. These tasks 

revolve around continuous learning or training leads to classifiers objects being updated and validated 

continuously. The speed with which such classifier objects help machine learning to grow and provide 

application based solution is the aspect of research. 
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I. INTRODUCTION 
Hyperspectral Image processing is one of the most advance techniques used in remote sensing 

applications. Hyperspectral image which is different than multispectral imaging is a high dimensional image 

whose analysis is complex. Hyperspectral image processing is the wide area of research nowadays which is used 

in remote sensing of data provided by various high frequency images. Machine learning in remote sensing 

comprises several different paradigms such as classification, regression, clustering, feature extraction, 

dimensionality reduction and density estimation. These aspects are often interdependent, e.g. before performing a 

classification one might extract some additional texture features and also reduce the dimensionality of the data set 

with feature selection techniques. Hence the most commonly undertaken applications in remote sensing are 

feature reduction, clustering and classification. Remote sensing can be defined as collection and interpretation of 

available data about an object, area or event without any physical contact with the object. Aircraft and satellites 

are the common platforms for remote sensing of earth and its natural resources. Aerial photography in visible 

field of the electromagnetic wavelength was the original form of remote sensing but after technological 

developments the acquisition of information is possible at other wavelength including near infrared, thermal 

infrared and microwave. Collection of information over a large numbers of wavelength bands is referred as 

hyperspectral data.  

Remote Sensing comprises of measurement of energy in various parts of the electromagnetic spectrum. 

A spectral band is defined as a discrete interval of the Electromagnetic spectrum. For example the wavelengths 

range is 0.4 micrometers to 0.5 micrometers in one spectral band. In remote sensing, a detector measures the 

electromagnetic radiation which is reflected from the earth’s surface materials. These measurements help to 

distinguish the type of land cover soil, water and vegetation that has different patterns of reflectance and 

absorption over different wavelengths. For example, the reflectance of radiation from soil varies over the range of 

wavelengths in the electromagnetic spectrum known as spectral signature of the material. All earth surface 

features including minerals, vegetation, dry soil, water and snow have unique reflectance of spectrum called as 

spectral signatures. Hyperspectral imaging is concerned with the analysis and interpretation of data with respect 

to spectral signatures acquired from a given scene at a short, medium or long distance by airborne or satellite 

sensors. This system is able to cover the wavelength region from 0.4 to 2.5 micrometers using more than two 

hundred spectral channels at nominal spectral resolution of 10 nanometers. Hence hyper spectral data is used to 

detect fine changes in vegetation, soil, water and mineral reflectance. Hyperspectral remote sensing image 

analysis also attracts a growing interest in real-world applications such as urban planning, agriculture, forestry 
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and monitoring. Hyperspectral imaging data enriches of spectral attributes, which offers users the potential to 

discriminate more detailed classes with classification accuracy. By using Hyperspectral image classification user 

can produce thematic maps from remote sensing image. 

Hyperspectral Image processing is an important area which derives its roots from remote sensing. 

Remote sensing is defined as means of gathering information such that no physical contact is required. Such 

information generally processed on remote site having numerous applications and usefulness in fields like land 

surveying for agriculture needs, military intelligence, economic and structure planning or to be generous any 

humanitarian applications to demand. Remote sensing has always been visional to the use if satellite / airborne 

based sensors capturing information to classify active or passive objects on earth based on electromagnetic 

radiation in one or multiple locations simultaneously. The data consists of multiple resolutions under 

electromagnetic spectrum like the spatial, spectral, radiometric and temporal. The quality and category based 

information collected is used to create sensor based maps or systems that extrapolate sensor data in terms of 

reference points example distance. The focal point center of an image provides accurate distance but the 

distortion increases when the reference goes at the edges such error resolution is made possible because of geo-

referencing one of the first applications of remote sensing for image processing. [1-3] 

 

 
Figure 1: Dimensionality and spectrum in Hyperspectral Image Processing 

 

Spectral imaging acquires multiple bands of information in electromagnetic spectrum where as image 

processing of images captured from a normal camera involves capturing just the visible spectrum “RED GREEN 

& BLUE” components. Spectral imaging involves techniques that have helped human to go ahead of “RGB” with 

the use of infrared, ultraviolet and X-ray or even combination of two / three techniques along with visible light 

components possible because of optical filters and illumination.  Hyperspectral imaging is another subcategory of 

spectral image processing, which combines some methods such as spectroscopy and digital photography. The 

“hyper” in hyperspectral means “over” as in “too many” and refers to the large number of measured wavelength 

bands.  Hyperspectral images are spectrally over determined, which means that they provides specific and 

necessary spectral information to identify and distinguish spectrally unique materials. Over a decade research 

trends have provided a breakthrough in remote sensing for image processing with the development of 

hyperspectral sensors and tools that analyze such information at ease [4][5]. 

Hyperspectral sensors analyze the physical properties remotely of a captured scene/image for the 

purpose of physical/chemical parameter estimation of objects in the environment. Therefore hyperspectral sensor 

image analysis has increased importance in agriculture, environmental monitoring, urban planning and many 

more. Hyperspectral imaging provides wonders when combined with analyzing tools having the power of 

machine learning. Machine learning is an application of artificial intelligence that provides the system capability 

to automatically learn, improve and adapt without being externally programmed [6-10]. Machine learning has 

become a back bone when we talk about any application that utilizing remote sensing as its front end hence 

making hyperspectral imaging and machine learning key aspects under review/survey of our paper.   

 



A Review of Machine Learning for Hyperspectral Image Applications 

International organization of Scientific Research                                                                                27 | Page 

II. HYPERSPECTRAL DATA ANALYSIS 
Hyperspectral sensors capture the electromagnetic energy which is either reflected or emitted by the 

objects in the scene. The reflected or emitted data under test has been utilized for various applications yet to 

simplify the data has been categorized in four distinct groups based on the classification and application 

coverage. Application comprise of classification, target seeking/detection, physical/chemical parameter fining 

and spectral filtering. These four distinct groups can been further sub-categorized as highlighted by the image 

below: 

 

 
Figure 2: Hyperspectral image analysis tasks [11] 

 

A. In classification each pixel of image leads to material identification where this identification is 

classified to create a land cover map (land cover segmentation) over an area in the image. Land cover sub 

classification leads to application coverage like plant species classification, identification of minerals and many 

more. The advantage that hyper spectral carries over multispectral is that pixel identification is done into more 

finer class as more physical/chemical properties are captured in hyperspectral [12][13].   

B. Target detection also known as anomaly detection comprises of objective labeling in a hyperspectral 

image for defining the objects variety. As the objects size depends on the target image captured hyper spectral 

imaging provides the advantage of sub-pixel scale capturing which is not possible with multi-spectrum imaging. 

This type of application is widely used for surveillance, detection of special species in agriculture and rare 

mineral in geology [14][15]. 

C. Process by which scene captured can reveal the physical/chemical parameters that multispectral 

spectrum could not provide is known as fining. This process provides estimation in reference to size, granularity 

and mass of particles under test. Example in agriculture it is most widely utilized to provide structural texture 

and roughness of surface know as absorption features that is plant water stress [16] and soil nutrient [17]. 

D. Spectral filtering is the trend in research as in hyperspectral imaging the energy captured per pixel 

by a hyperspectral sensor comprises of various properties as rarely the sensor captures the reflected energy from 

a single material. As the height of the sensor from epi center plays a key role in classification as the image 

captured is ranging in meters, therefore, the measured hyper spectrum comprises of various but different 

materials in the scene. This type of complexity demands various optical filtering tools provided by a 

phenomenon known as un-mixing the linear or non linear mixture. Hyperspectral filtering for spectral filtering 

utilizes the advantage of machine learning to the maximum where the end members or material detected are 

labeled to as supervised un-mixing (learning) and unsupervised un-mixing (learning) in many literature [18] 

[19]. The type of machine learning used and the type of classifier used is the key aspect that we require in our 

research for filtering out the noises form the image.    

 

III. MACHINE LEARNING FOR SPACIAL FILTERING IN HYPERSPECTRAL IMAGING 
Machine learning algorithms categorize data to provide a learning model that covers all the variables of 

the model under test. Machine learning is divided in to two structured groups that are supervised and 

unsupervised learning; but in order to take also the sub classifications it is broadly divided into five groups as 

supervised learning, unsupervised learning, semi-supervised learning, active learning, and transfer learning. 

Supervised learning uses labeled approach of categorizing the data into ordered sets.  The complement of 

supervised learning is unsupervised learning where labeling is not preordered in the training set but rather the 
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training set is created along with system image under test. Active learning is derived from unsupervised learning 

but the region of interest is restricted to the object to be searched hence making it faster than unsupervised 

learning. As machine learning is still a developing domain while transfer learning is the one that adapts the 

solution of one problem to solve another problem and learns with previous as well as current experiences known 

as domain adaptation under transfer learning. The motto of the survey is to provide Machine learning-based 

hyperspectral image analysis methods. They are under classification and development where at every step an 

algorithm is modified according to the application. The categorization of the machine learning algorithms is 

derived from Kevin Murphy’s book [20]. All the development in the field of machine learning and the models 

are well explained in the book. The main aspect of our literature survey is to find the best method adopted for 

spatial filtering and what are the possibilities that we can suggest to the research. An excellent literature survey 

[21] that provides all the methods that are deployed till date for hyperspectral image processing is listed in Table 

1. 

 

 
 

Based on the type of machine learning there are various models utilized from application point of view 

in analyzing images as shown in above table. As our area of interest is spatial filtering/un-mixing we need to 

cover all the models and topics in and around the region of interest. 

 

A. Linear Regression: Of many models a model that covers our interest broadly is known as linear 

regression model. It is most widely used especially for hyperspectral image/data analysis. It has been applied to 

the domains of un-mixing as well as physical parameter extraction problems where type of classifiers vary 

according to the number of parameters required for test. Linear regression falls under supervised learning and on 

training develops a linear relationship between the input and output variables. The main requirement of this 

model is to calculate the weighted sum of the input variable to model output. 

 

B. Support vector machines: Hyperspectral analysis have progressed the most with the help of SVM 

model. Be it any domain of hyper spectral, SVM have been successful because of maximum transfer feasibility 

of input to output correlation with the help of kernels [21] .Help of kernels provide higher dimensional 

separation (high order filtering) when we talk about linear as well as non linear decision solving that is both 

complexity can be solved at ease to restore original scene. The most used kernel in hyperspectral imaging as 

surveyed is Gaussian radial however trends show redesigning of kernel have proved essential for application 

orientation solving [22-25]. A binary classification under SVM has been reported to provide maximum accuracy 

by assuming that pixel are subset of hyper planes at center and mixture at the edges hence spatial filtering 

provides maximum ratio width. Several improvements to this scheme have been reported such as the 

probabilistic SVM providing per pixel probability improvement [26] hence belongings to pure ratio was 

considered and the other complemented to differentiate pure from mixed. In other review simulated annealing 

provides improvement to spatial smoothness when we talk about sub pixel structuring in hyper plane [27].Hence 
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design of a kernel requires a user to define the application coverage so that improvement and possibilities of 

improvement can be defined and met. Next section defines the possibilities and new directional possibilities for 

need of our research. 

 

IV. RESEARCH POSSIBILITIES AND CONCLUSION 
The inbound curse of dimensionality has been an important aspect in hyperspectral research for 

imaging in remote sensing from over a decade. Some of the techniques that have improved over a period of time 

are dimensionality reduction, spatial information reduction for noise filtering, multitask learning and many 

more, yet the orders of magnitude and possibilities in this domain are infinite and still growing strong. The 

important aspect that is still left unanswered is the characteristics of intrinsic and virtual dimensionality 

[28][29]. The biggest challenge is not to explore the unexplored yet to provide models that cover maximum 

applications. Hence statistical modeling that covers or guarantees maximum application coverage is the topic of 

current research that provides spatial filtering in all domains. Such modeling needs to cover all factors like the 

time and season of image acquisition, site, platform, spatial resolution, spectral resolution, band sampling 

intervals, and sensor technology. Till now studies have been concentrated to work well on a particular type of 

imaging and never for multiple complexities that is universal models that label out the unlabeled under different 

sets of conditions.  

Some tasks such as sub-pixel un-mixing are only possible using hyperspectral data, not by using other 

types of optical images highlighting the importance of hyperspectral imaging. Generative multi models or 

networks could have great impact on reported tasks in the future. As of now Gaussian processes based models 

seem to be best suited for the task of un-mixing and physical/chemical parameter estimation due to their 

flexibility, ability to handle uncertainty in data, and capacity to perform well with limited training data.  
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