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Abstract: One of the preliminary works in the field of flood prediction, due to heavy rainfall, is the detection and identification of convective clouds using satellite imagery. Thermal infra-red (TIR) band images have been extensively used for this purpose. In order to identify the convective cloud, the image has to be clustered so that cloudy pixels can be identified. In this paper k-means clustering has been used for clustering pixels in a TIR image. From the image, four features such as mean, standard deviation, entropy, and busyness were obtained. Based on these features, clouds were segmented using k-means clustering algorithm. Finally, using a threshold value, cloudy pixels are extracted. Generally Euclidean distance is used in k-means clustering, but in this paper two more types of distances, Manhattan and Mahalanobis, have been used and the results have been observed using skill score analysis.
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I. INTRODUCTION

Floods are one of the major disasters in India and cause heavy amount of damages. If a flood event can be predicted much before its occurrence then taking preventive measures can minimize the amount of damage. Detection and identification of rain clouds play a key role in predicting heavy rainfall that can eventually lead to flood in a particular area. Satellite images have been used for detection of heavy rain clouds because it provides useful information without the requirement of visiting the area physically.

The convective clouds can be identified from thermal infrared (TIR) images (10.5-12.5μm) because clouds are associated with extremely low temperature (Mandal et al. 2005; Turiel et al. 2005). Ample numbers of literature are available in the area of cloud detection from satellite images.

The methods for detection of cloud from IR images can be viewed in two broad categories. The first one includes those that are based on the brightness temperature obtained from the IR images (Arnaud et al. 1992; Carvalho & Jones 2001; Donovan et al. 2008; Endlich & Wolf 1981; Feidas & Cartalis 2005; Levizzani & Setvak 1996; Raut et al. 2008; van Hees et al. 1999); however, the other one consists of those models that directly identify cloud from gray level values of IR images (Azimi-Sadjadi & Zekavat 2000; Brad & Letia 2002; Brad & Letia 2002a; Das et al. 2009; Mandal et al. 2005; Mukherjee & Acton 2002). The second category models exploit the fact that high gray level values in an IR image represent areas of low temperature.

In this paper, dense rain clouds are identified from a TIR image using k-means clustering algorithm with Euclidean, Manhattan, and Mahalanobis distance and results are compared using a skill score.

This paper is organized into following five sections. Section 2 describes feature extraction and segmentation. Section 3 describes coldest cluster extraction. Section 4 compares the result and finally Section 5 concludes the paper.

II. SEGMENTATION USING K-MEANS CLUSTERING

Since, the objective is to extract the cloudy pixels so a hard clustering technique is more suitable. Here the simple k-means clustering was used for segmentation (Hartigan et al., 1979). Fig 1 shows a sample TIR image.
Four important features like mean, standard deviation, busyness and entropy (Mandal et al. 2005) were computed using eight neighborhoods, before the segmentation of the image. Busyness gives the direction of variation in intensity. Entropy measures the local homogeneity. For each pixel, a feature vector of length four was obtained. Then the entire image was segmented based on these features using k-means clustering.

The k-means clustering partitions the feature matrix into k clusters where each pixel belongs to any one of the clusters. Every cluster is represented by a centroid, which is the mean of all the pixels belonging to the cluster. Generally, k-means is implemented using Euclidean distance. But in this study two more distances, Manhattan and Mahalanobis, have been used with k-means.

**Euclidean Distance**

It is the most common type of distance. It examines the root of square differences between coordinates of a pair of objects. Distance between points \( p (p_1,p_2,\ldots,p_n) \) and \( q (q_1,q_2,\ldots,q_n) \), where \( n \) is the dimension of the points, can be defined as follows:

\[
d(p,q) = \left( \sum_{i=1}^{n} (p_i - q_i)^2 \right)^{1/2}
\]

(1)

**Manhattan Distance**

Also known as city block distance, taxicab distance, absolute value distance. It represents distance between points in a city road grid. It examines the absolute differences between coordinates of a pair of objects. The distance between two points \( p (p_1,p_2,\ldots,p_n) \) and \( q (q_1,q_2,\ldots,q_n) \) is:

\[
d(p,q) = \sum_{i=1}^{n} |p_i - q_i|
\]

(2)

**Mahalanobis Distance**

In statistics, Mahalanobis distance is a distance measure introduced by P.C. Mahalanobis in 1936 (Mahalanobis, 1936). It measures the separation of two groups of objects. Suppose we have two groups \( x_i \) and \( x_j \), then Mahalanobis distance between them is given by:

\[
d_{ij} = \left( (\bar{x}_i - \bar{x}_j) S^{-1}(\bar{x}_i - \bar{x}_j) \right)^{1/2}
\]

(3)

where, \( \bar{x}_i \) and \( \bar{x}_j \) are means of the two groups \( x_i \) and \( x_j \), respectively. \( S \) is the covariance matrix of the groups.

**Extraction of Coldest Segment**

After clustering, the cluster having highest centroid value is selected which comprises of pixels having very high values. Because high pixel values means coldest and that in turn means dense cloud (Mandal et al. 2005).

Fig 2, 3, 4 shows the coldest segment when the distance used is Euclidean, Manhattan, Mahalanobis, respectively.

Fig 2: Coldest segment - Euclidean distance used in k-means clustering.
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III. COMPARISON OF THE RESULTS

The skill score analysis was done by using a Cluster validity technique, Dunn’s index (Theodoridis et al., 2006). Dunn’s index is calculated as-

$$D_m = \min_{i=1, m} \left\{ \min_{j=1, m} \left[ \frac{d(C_i, C_j)}{\max_{i=1, m} (\text{diam}(C_i))} \right] \right\}$$  

(4)

If image X contains \(m\) clusters then dissimilarity function between two clusters \(C_i\) and \(C_j\) is-

$$d(C_i, C_j) = \min_{x \in C_i, y \in C_j} d(x, y)$$

(5)

And diameter of cluster \(C\) is-

$$\text{diam}(C) = \max_{x, y \in C} (d(x, y))$$

(6)

If X contains compact and well-separated clusters, Dunn’s index will be large, since the distance between the clusters is expected to be “large” and the diameter of the clusters is expected to be “small”. Dunn’s index \(D_m > 1\) means clustering contains compact and well-separated clusters.

When Euclidean distance was used with k-means clustering \(D_m\) was 0.1018, with Manhattan distance \(D_m\) was 0.0977 and clustering with Mahalanobis distance gave Dunn’s index as 1.0007. Mahalanobis distance gave Dunn’s index \(>\ 1\) so, clearly it is better than Euclidean distance to use with k-means clustering.
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IV. CONCLUSION

Infra red image has been clustered to identify heavy rain clouds. K-means clustering has been used for the purpose. Euclidean distance, Manhattan distance, and Mahalanobis distance has been used with k-means clustering and the results have been compared. Dunn’s index for clustering validity suggests that Mahalanobis distance, in comparison to Euclidean and Manhattan, is better for k-means clustering. After using this method dense cloud can be identified for predicting heavy rain that can lead to flood.
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