Automatic Recognition of Offline Handwritten Urdu Digits In Unconstrained Environment Using Daubechies Wavelet Transforms
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Abstract: - This paper presents an optical character recognition system for the handwritten Urdu Digits. A lot of work has been done in recognition of characters and numerals of various languages like Devanagari, English, Chinese, and Arabic etc. But in case of handwritten Urdu Digits very less work has been reported. Different Daubechies Wavelet transforms are used in this work for feature extraction. Also zonal densities of different zones of an image have been used in the feature set. In this work, 200 samples of each digit have been used. The back propagation neural network has been used for classification. An average recognition accuracy of 92.07% has been achieved.
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I. INTRODUCTION

The goal of Optical Character Recognition (OCR) is to classify optical patterns (often contained in a digital image) corresponding to alphanumeric or other characters. The process of OCR involves several steps including segmentation, feature extraction, and classification.

A few examples of OCR applications are listed here. The most common for use OCR is the first item listed below, people often wish to convert text documents to some sort of digital representation. Character recognition is a process of converting an image of a handwritten or printed text into a computer editable format.

1. People wish to scan in a document and have the text of that document available in a word processor.
2. Recognizing license plate numbers
3. Post Office needs to recognize zip-codes
4. Facial feature recognition (airport security) – Is this person a bad-guy?
5. Speech recognition – Translate acoustic waveforms into text.
6. A Submarine wishes to classify underwater sounds – A whale? A Russian sub? A friendly ship?

There are many external and internal problems which are present in an OCR system for handwritten characters. The external problems are related to the variation in the shapes of characters and writing styles of different writers. There is a possibility of wrong recognition due to similarity between different characters. The internal problems in an OCR system are related to the distortion in the character images during scanning of images, addition of noise during image acquisition and degraded and broken characters images. These problems lead to reduction in the accuracy of the offline handwritten character recognition. Same problems are there in case of handwritten Urdu Digits. The ten Urdu language digits are shown in Figure-1. Recognition of Handwritten Urdu digits is a complicated task due to the cursive and unconstrained shape variations, different writing style and different kinds of noise that break the strokes primitives in the character or change their topology.

The digit writing stroke, length, width, orientation and other geometrical features of a digit changed while writing the same digit. In Figure-2 variation in handwriting of same writer are shown with respect to every attempt.
The problem of recognizing characters in images has been extensively studied in the last few decades, mostly in the context of scanned documents and books [1, 2]. Handwriting recognition has also been widely addressed by both academia and industry [3]. As a result of focused research over many years, automated systems can now perform many of these tasks with accuracy rivaling human beings. The handwritten recognition of Urdu Digits finds application in the field of automatic sorting of letters in postal services based on the postal codes, in automatic processing of various handwritten forms in various government departments and institutes, in digitization of old manuscripts etc.

S. A. Husain et al. [4] presented a method for recognition of online Cursive Urdu hand written Nastaliq Script. The system was currently trained for 250 ligatures. The Recognition rate of base ligatures was 93% and of the secondary strokes was 98%. Sabri A. Mahmoud and Sameh M. Awaida [5] had presented a system for automatic independent writer off-line handwritten Arabic (Indian) numeral recognition, based on a quasi-multi-resolution approach to feature extraction using SVM. The database had 44 writers with 48 samples of each digit. The recognition results of SVM were compared to those of the HMM classifier. The achieved average recognition rates were 99.83% and 99.00% using, respectively, the SVM and HMM classifiers. Yuval Netzer et al. [6] had presented the problem of recognizing digits in a real application using unsupervised feature learning methods: reading house numbers from street level photos. To this end, we introduce a new benchmark dataset for research use containing over 600,000 labeled digits cropped from Street View images. Mohamed Abaynahr et al. [7] had used Legendre moments features for recognizing Amazighe characters. The system showed good performance (97%) on a database of 7524 handwritten Amazighe characters. Mohamed Abaynahr et al. had [8] presented unconstrained handwritten Amazighe character recognition based upon orthogonal moments and neural networks classifier. The result shows that if the number of hidden nodes increases the number of epochs (iterations) taken to recognize the handwritten character is also increases. The proposed system extracts moments features from character images and accuracy achieved is 97.46%.

Mostofa Kamal Nasir and Mohammad Shorif Uddin [9] developed a method that was based on preprocessing, k-means clustering, Bayesian theorem and SVM. Number of sample digits was 300. Success rate achieved was 99.33%. Ban N. Dhanoon and Huda H. Ali [10] proposed a method for handwritten numerals recognition. The method was simply depends on determining number of terminal points and its positions for each digit in its different shapes, that represent the main feature for recognition. The proposed method was based on structural primitives such as curve, line, point type etc. in a manner similar to that in which human beings describe characters geometrically. Anilkumar N. Holambe et al. [11] developed a system for extracting feature of handwritten and ISM printed characters of devanagari script. Sobel and Robert operator were used for extracting Gradient feature of the devanagari script. In this System computing gradient used was 8, 12, 16, 32 directions and getting different feature vectors. Vikas J Dongre et al. [12] has given a review of various techniques used for feature extraction and classification of Devnagari character recognition. The various feature extraction techniques like Fourier transforms, wavelets, zoning, projections etc has been discussed. Raju G. [13] has proposed an OCR system for Malayalam characters. The proposed feature extraction method has used different wavelet filters and MLP network has been used as classifier. An average recognition rate of 81.3% has been achieved. M Abdul Rahman et al. [14] has also proposed a Malayalam OCR system. The proposed system has used Daubechies wavelet (db4) for feature extraction and neural networks for recognition. The system has been given an accuracy of 92%. G S Lehal et al. [15] has given an OCR system for printed Gurmukhi script. The feature extraction has been done using the structural features and binary classifier trees and nearest neighbour classifier has been used. It has been found that an accuracy of 96.6% has been obtained. Syed. Afaq Husain and Syed. Hassan [16] had presented a paper for the off-line recognition of cursive Urdu Text. The methodology had been developed for the Noori Nastaliq Script [17]. Word (Ligature) based identification had been adopted instead of character based identification. A multi-tier holistic approach had been utilized to recognize ligatures from a pre-defined ligature set. The system was currently trained for a small number of ligatures. Abdurrazag Ali ABURAS and Salem M. A. REHIEL [18] were proposed a new structure of off line OCR system which uses the wavelet image compression 40x40 bitmap image as input this produces a decomposition vector for each character. These vectors can uniquely represent the corresponding characters. Haar Wavelet transform used. The wavelet of level three of details was applied since higher level of details did not give better results. Average accuracy achieved was average 80%.

II. PROPOSED RECOGNITION SYSTEM FOR URDU DIGITS

According to Tou and Gonzalez [19], “The principal function of a pattern recognition system is to yield decisions concerning the class membership of the patterns with which it is confronted.” In the context of an OCR system, the recognizer is confronted with a sequence feature patterns from which it must determine the character classes. If we model the character classes by their estimated means, we can use a distance measure for classification. The class to which a test character is assigned is that with the minimum distance. There are two steps in building a classifier: training and testing see Figure-3.
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These steps can be broken down further into sub-steps.

1. Training
   a) Pre-processing – Processes the data so it is in a suitable form.
   b) Segmentation – dividing image to segments
   c) Feature extraction – Reduce the amount of data by extracting relevant information, Usually results in a vector of scalar values. (We also need to NORMALIZE the features for distance measurements!)
   d) Model Estimation/ Training Classifiers – from the finite set of feature vectors, need to estimate a model (usually statistical) for each class of the training data.

2. Testing
   a) Pre-processing
   b) Segmentation
   c) Feature extraction – (both same as above)
   d) Simulation/Classification of trained Classifier – Compare feature vectors to the various models and find the closest match. One can use a distance measure.

Handwritten OCR system for Urdu Digits consists of several stages see Figure-4. The stages for recognition process of handwritten Urdu digits are given below:
1. Image acquisition
2. Pre-processing
3. Feature extraction using different wavelet transforms
4. Classification using BP neural network
5. Recognized character

2.1. Image Acquisition
The handwritten Urdu Digit samples are taken from different writers. There are total 2150 samples which have been used in the proposed recognition system. 2000 samples have been used for training of neural network and 150 samples have been used for testing. These samples are taken by scanning the handwritten Digits at 400 dpi. Some samples of Urdu samples out of 2000 have been shown below in Figure 5 and samples out of 150 have been shown below in Figure 6.
2.2. Pre-Processing
In the pre-processing stage the Recognition system has given a raw scanned colour image then following operations has been performed on it:
1. Conversion of colour image in to grey image.
2. Median filtering is performed to the image to remove noise [20].
3. The image then converted in to the binary image using thresholding.
4. The binary character image is normalized to 64*64.

2.3. Feature Extraction
Wavelets are localized basis functions which are translated and dilated versions of some fixed mother wavelet. The decomposition of the image into different frequency bands is obtained by successive low-pass and high-pass filtering of the signal and down-sampling the coefficients after each filtering. In this work Daubechies (db1, db2, …, db10) discrete wavelet transforms are used [21, 22].
The feature extraction is done by using the following algorithm:
For each pre-processed image following steps have been repeated:

a. Number of black pixels along each row of the binarized image has been counted to form a 32 sized vector.
b. The 1D wavelet transform on row count vector (two levels) has been applied.
c. Then the approximation (low frequency or average) coefficients have been directly taken as feature values.
d. Number of black pixels along each column has been counted to form a 64 sized vector.
e. The 1D wavelet transform on column count vector (three levels) has been applied.
f. Then the approximation coefficients have been directly taken as next feature values.
g. Divide each 64*64 image in to 16 zones of size 8*16.
h. Then find the mean zonal densities of these 16 zones. Out of 16 low level image with lesser texture image is ignored and 15 images are considered for next step.
i. Take these as the next 15 values of feature vector.
j. Take aspect ratio as the last feature element of the feature vector.

Above explained steps are repeated with different wavelet filters viz. db1, db2, …., db10 After the feature extraction has been done, the feature vectors lengths are summarized in the Table-I:

<table>
<thead>
<tr>
<th>Wavelet Filter</th>
<th>length of feature vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>db1</td>
<td>64</td>
</tr>
<tr>
<td>db2</td>
<td>66</td>
</tr>
<tr>
<td>db3</td>
<td>68</td>
</tr>
<tr>
<td>db4</td>
<td>70</td>
</tr>
<tr>
<td>db5</td>
<td>72</td>
</tr>
<tr>
<td>db6</td>
<td>74</td>
</tr>
<tr>
<td>db7</td>
<td>76</td>
</tr>
<tr>
<td>db8</td>
<td>78</td>
</tr>
<tr>
<td>db9</td>
<td>80</td>
</tr>
<tr>
<td>db10</td>
<td>82</td>
</tr>
</tbody>
</table>

Table-I: LENGTH OF FEATURE VECTORS

2.4. Classification using BP neural network
The back propagation neural network has been used for classification of the Urdu digits. Back Propagation Neural Network (BPNN), is a Multilayer Neural Network which is based upon back propagation
algorithm for training. This neural network is based upon extended gradient-descent based Delta learning rule, commonly known as Back Propagation rule. The basic architecture of a back propagation neural network has been shown in Figure 7.

![Back Propagation Neural Network Architecture](image_url)

In this network, error signal between desired output and actual output is being propagated in backward direction from output to hidden layer and then to input layer in order to train the network. In this network input nodes equal to number of feature vector elements, 25 hidden layer with 51 input nodes and 1 output nodes are used. The testing input is fed into the input layer, and the feed forward network will generate results based on its knowledge from trained network.

The introduction of the paper should explain the nature of the problem, previous work, purpose, and the contribution of the paper. The contents of each section may be provided to understand easily about the paper.

### III. RESULT AND DISCUSSION

In this work, various Daubechies Wavelet Transforms e.g. db1 to db10 have been used to extract the wavelet coefficients. Then a feature vector has been obtained by combining the wavelet coefficients, zonal densities and aspect ratio which is given as input to the BPN network. The outcomes have been summarized in Table-II. The values of average recognition accuracy using different Daubechies wavelets are 92.07% and average recognition time is 1.42.

<table>
<thead>
<tr>
<th>Wavelet Filter</th>
<th>%Recognition Rate</th>
<th>Recognition Time (in sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>db1</td>
<td>82.2%</td>
<td>1.0247</td>
</tr>
<tr>
<td>db2</td>
<td>95.4%</td>
<td>1.1015</td>
</tr>
<tr>
<td>db3</td>
<td>92.85%</td>
<td>2.0003</td>
</tr>
<tr>
<td>db4</td>
<td>91.55%</td>
<td>1.4659</td>
</tr>
<tr>
<td>db5</td>
<td>76.15%</td>
<td>1.501</td>
</tr>
<tr>
<td>db6</td>
<td>95.8%</td>
<td>1.1163</td>
</tr>
<tr>
<td>db7</td>
<td>98%</td>
<td>1.4792</td>
</tr>
<tr>
<td>db8</td>
<td>98%</td>
<td>1.5082</td>
</tr>
<tr>
<td>db9</td>
<td>95.55%</td>
<td>1.5725</td>
</tr>
<tr>
<td>db10</td>
<td>95.25%</td>
<td>1.4754</td>
</tr>
<tr>
<td>Average</td>
<td>92.07%</td>
<td>1.4245</td>
</tr>
</tbody>
</table>
IV. CONCLUSION

In this recognition system an average recognition rate of 92.07% has been obtained. It has been found that db7 and db8 wavelets have given the highest recognition accuracy. The db1 wavelet has the least recognition time 1.02 seconds. As the size and quality of database is major factor influencing OCR systems, so relatively large database can be used in the future work. This will help to enhance the recognition accuracy. By adding some more features can also be helpful to enhance the recognition accuracy. It has been observed in this work that certain digits have confused with other digits during recognition process. It has been found that for numeral 6 recognition accuracy is least. The confusion matrix for each Urdu Digit using db7 is shown below:

Table- III: The Confusion Matrix for each Urdu Digit using db7

<table>
<thead>
<tr>
<th>Urdu Digit</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>99</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>97</td>
<td>2</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.5</td>
<td>98</td>
<td>1.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>98</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>99.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>98.5</td>
<td>0</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.5</td>
<td>96.5</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>0.5</td>
<td>99</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>1</td>
<td>98.5</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>95</td>
</tr>
</tbody>
</table>
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