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Abstract: - Differential evolution algorithm is a heuristic global optimization technique based on population 
which is easy to understand and implement.  In this paper we proposed a classification model base on 

differential evolution algorithm. The proposed model provides a good practicability and promising future for 

pattern identification. 
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I. INTRODUCTION 
 Differential Evolution (DE) is a population-based evolutionary algorithm proposed by the Storn and 

Price in 1997[1,2]. It is the first attempt to use the vector difference for shuffling vector populations, so as to 

solve the problem of polynomials adaptability [3, 4].Through cooperation and competition among individuals 

within populations , DE can address the optimization problems, which is essentially based on real-coded 

evolutionary algorithm with ensuring quality thinking. It can achieve better performance for a variety of test 

problems, and has become one of the hotspots in recent years. 

 Because its advantages in the continuous domain optimization[5,6], DE has been widely used, and 

sparked a research upsurge in the field of evolutionary algorithm [7,8]. It has the following advantages: 
(1) Versatility and does not rely on the information of problem; 

(2)  Easy to implement; 

(3)  The optimal solution has a memory capacity of the individual; 

(4) Cooperative search and can effectively use local information and global information; 

(5) Easy to combine with other algorithms to construct an effective hybrid algorithm. 

Of course, DE algorithm also has several drawbacks, such as: 

(1) Local search capability is weak; 

(2) Search performance of algorithm has a certain dependence on the parameters; 

(3) Search performance needs to be strengthened and difficult to get global optimal solution within a limited 

time; 

(4) Lack of practical guidelines. 

 In this paper, we proposed a new classification model based on DE algorithm. The proposed model has 
good global convergence which is better than the traditional intelligent optimization algorithm. 

This paper is organized as follows. The background of DE is described in section 2. In section 3,a classification 

model base on DE is presented. Section 4 concludes the paper. 

 

II. BACKGROUND OF DE 

Suppose that the individual i   is represented as ,1 ,2 ,[ , , ]i i i i dx x x x  . The new  population can be 

generated by the following formula:. 

, (0) () ( ) , 1, 2,...,i k k k kx l rand u l k d i N        ， . 

 

1. Mutation operation 

An individual can be generated by the following formula: 

1 2 3( ) ( ) [ ( ) ( )],i r r rt g x g F x g x g     

Here 1 2 3, ,r r r  are random numbers generated within the interval [1, N], variation factor F  is a real number of 

the interval [0, 2], it control amplification degree of the differentia variable 2 3( ) ( )r rx g x g . g represents the 

iterations of evolution. 

 

2. Crossover operation 
In difference algorithm, the cross operate is introduced to the diversity of the new population. According to the 

crossover strategy, the old  
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ix and new individual  it exchange part of the code to form a new individual iv . New individuals can be 

represented as follow: 
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Where rnd  is uniformly distributed in the interval [0, 1], C R  is crossover probability in the interval [0, 1].  

 

3. Selection operation 

Selection operation is greedy strategy, the candidate individual generated from mutation and crossover operation 
competition with target individual. 
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The flow chart of differential evolution algorithm is shown in Figure 1. 

 
 

The basic differential evolution (DE) algorithm is shown as Algorithm 1. 

1) Initialize the  population; 

3) Produce a new generation of individual: 

a) Mutation operation; 

b) Crossover operation; 

c) Selection operation. 
4) Until the termination criterion is met. Algorithm 1. The differential evolution algorithm 

 

III. CLASSIFICATION ALGORITHM BASE ON DE 

1.  Feature engineering 

The acquisition of features is a key issue, we can extract features based on the actual problem. 

The construction of feature space is shown as figure 2. 
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                                                      Fig.2. The construction of feature space 

 

2. Classification model  

Suppose  1 2( , )nX x x x  , ( _ _ min, _ _ max)ix feature i feature i . 

_ min _ max, ( 1,2 )iif featurei x featurei i n    , then class _ x  

We use the differential evolution algorithm to get the optimal solution in the parameter space. The classification 

model base on DE is shown as figure 3. 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

IV. CONCLUSION 
In this paper, we proposed a classification model base on differential evolution algorithm  which provides a 

good practicability for pattern classification. We will apply it to other areas. 
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 Fig.3. classification model based on DE 
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