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**Abstract:** Existing social networking services recommend friends to users based on their social graphs, which may not be the most appropriate to reflect a user’s preferences on friend selection in material life. In this report, we present Friendbook, a novel semantic-based friend recommendation system for social networks, which recommends friends to users based on their lifestyles instead of social graphs. By advantage of sensor-rich smartphones, Friendbook discovers life styles of users from user-centric sensor data, measures the similarity of life styles between users, and recommends friends to users if their lifestyles have high similarity. Inspired by text mining, we model a user’s daily life as life documents, from which his/her life styles are taken out by using the Latent Dirichlet Allocation algorithm. We further propose a similarity metric to evaluate the similarity of life styles between users, and calculate users’ impact in terms of lifestyles with a friend-matching graph. Upon getting a request, Friendbook returns a list of people with highest recommendation scores to the query user. Finally, Friendbook integrates a feedback mechanism to further amend the recommendation accuracy. We have implemented Friendbook on the Android-based smartphones, and assessed its performance on both small-scale experiments and large-scale simulations. The outcomes indicate that the recommendations accurately reflect the preferences of users in choosing allies.
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## I. INTRODUCTION

Twenty years ago, people typically made friends with others who live or go near to themselves, such as neighbors or fellow workers. We visit friends made through this traditional fashion as G-friends, which stands for Geographical location-based friends because they are influenced by the geographical distances between each other. With the rapid improvements in social networks, services such as Facebook, Twitter and Google+ have provided us revolutionary ways of gaining friends. According to Facebook statistics, a user receives an average of 130 friends, perhaps larger than any other time in history [2].

One challenge with existing social networking services is how to commend a dependable friend to a user. For example, Facebook relies on a social link analysis, among those who already share common friends and recommends symmetrical users as possible friends. Unluckily, this approach may not be the most intuitive based on recent sociological findings [16], [27], [29], [30]. Agreeing to these studies, the conventions to group people together include: 1) habits or lifestyle; 2) attitudes; 3) tastes; 4) moral standards; 5) economic level; and 6) people they already experience. Apparently, rule #3 and rule #6 are the mainstream factors considered by existing recommendation systems. Rule #1, although probably the most intuitive, is not widely used because users’ life styles are difficult, if not impossible, to capture through web actions. Rather, life styles are usually closely correlated with daily routines and activities. So, if we could collect information on users’ daily routines and activities, we can exploit rule #1 and recommend friends to people based on their similar life styles. This recommendation mechanism can be deployed as a standalone app on smartphones or as an add-on to existing social network frameworks. In both cases, Friendbook can help mobile phone users find friends either among strangers or within a certain group aslongastheysharesimilarlife styles.

In our daily lives, we may experience hundreds of natural processes, which form meaningful sequences that form our lives. In this paper, we use the word activity to specify—equally refer to the actions taken in the order of seconds, such as “sitting”, “walking”, or “typing”, while we use the phrase life style to refer to higher-level abstractions of daily lives, such as “office work” or “shopping”. For illustration, the “shopping” life style mostly consists of the “walking” activity, but may likewise curb the “standing” or the “sitting” activities.

To model daily lives properly, we take up an analogy between people’s daily lives and documents, as depicted in Figure 1. Previous research on probabilistic topic models in text mining has treated documents as mixtures of topics, and topics as mixtures of words [10].
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Fig. 1: An analogy between word documents and people’s daily lives.

Prompted by this, similarly, we can handle our day-to-day lives (or life documents) as a mixture of life styles (or topics), and each lifestyle as a miscellany of actions (or row). Take note here, fundamentally, we represent daily lives with “life documents”, whose semantic meanings are reflected through their issues, which are lifestyles in our field. Just like words serve as the basis of documents, people’s activities naturally serve as the primitive vocabulary of these lifedocuments.

Our proposed resolution is also moved by the recent advances in smartphones, which have become more and more popular in people’s lives. These smartphones (e.g., iPhone or Android-based smartphones) are fitted with a deep set of embedded sensors, such as GPS, accelerometer, microphone, gyroscope, and a camera. Therefore, a smartphone is no longer just a communication device, but also a powerful and environmental reality sensing platform from which we can extract rich context and capacity-aware data. From this perspective, smartphones serve as the ideal platform for sensing daily routines from which people’s lifestyles could be found.

In malice of the powerful sensing capabilities of smartphones, there are still multiple challenges for extracting users’ life styles and recommending potential friends based on their similarities. First, how to automatically and accurately discover life styles from noisy and heterogeneous sensor data? Second, how to measure the similarity of users in terms of life styles? Third, who should be recommended to the user among all the friend candidates? To address these challenges, in this paper, we present Friendbook, a semantic-based friend recommendation system based on sensor-rich smartphones. The contributions of this work are summarized as follows:

- To the best of our knowledge, Friendbook is the first friend recommendation system exploiting a user’s life style information discovered from smartphone sensors.
- Inspired by achievements in the study of text mining, we model the daily lives of users as life documents and apply the probabilistic topic model to extract life style information about users.
- We offer a unique similarity metric to characterize the similarity of users in terms of lifestyles and then construct a friend-matching graph to recommend friends to users based on their lifestyles.
- We incorporate a linear feedback mechanism that ex-pilots the user’s feedback to improve recommender- tonal accuracy.

We conduct both small-scale experiments and large-scale simulations to assess the functioning of our organization. Experimental results show the strength of our organization.

II. RELATED WORK

Recommendation systems that attempt to suggest items (e.g., music, movie, and books) to users have become more and more popular in recent years. For example, Amazon [1] recommends items to a user based on items the user previously visited, and items that other users are looking at. Netflix [3] and Rotten Tomatoes [4] recommend movies to a user based on the user’s previous ratings and viewing habits. Loosely talking, existing friend recommendation in social networking systems, e.g., Facebook, LinkedIn and Twitter, recommend friends to users if, according to their social relations, they share mutual friends.

Meanwhile, another recommendation mechanism has also been suggested by researchers. For example, Bian and Holtzman [8] presented MatchMaker, a Collaborative filtering friend recommendation system based on personality matching. Kwon and Kim [20] suggested a friend recommendation method using physical and societal setting. [32] recommended geographically related friends in social networking by combining GPS data and social network structure. Hsu et al. [18].

Activity recognition serves as the basis for extract- in high-level daily routines (in tight correlation with life styles) from low-level sensor data, which has been widely studied using several types of wearable sensors. Lester et al. [21] used data from wearable sensors to recognize activities based on the Hidden Markov Model (HMM). Li et al. [22] recognized static postures and dynamic transitions by using accelerometers and gyroscopes.
The rise of smartphones enables activity recognition using the deep set of sensors on the smart phones. Reddy et al. [26] used the built-in GPS and the accelerometer on the smartphones to detect the transportation modality of an person. CenceMe [24] used multiple sensors on the smartphone to capture user’s activities, state, habits and surroundings. SoundSense [23] used the mike on the smartphone to recognize general sound types (e.g., music, voice) and discover user specific sound effects. EasyTracker [7] used GPS traces collected from smart- phones that are installed on transit vehicles to determine routeserved, locatestops, and inferschedules.

III. SYSTEM OVERVIEW

In this segment, we present a high-level overview of the Friendbook system. Form 2 depicts the system designer- Tour of Friendbook which adopts a customer-server mode where each node is a smartphone carried by a user and the servers are data centers or clouds.

On the customer side, each smartphone can record data about its user, perform real-time activity recognition and report the generated life documents to the waiters. It is worth mentioning that an offline data collection and training phase is required to make an appropriate activity classifier for real-time activity recognition on smartphones. We dropped three months on collecting raw data of 8 volunteers for building a large training data set. As each user typically generates around 50MB of raw data each day, we choose MySQL as our low grade data warehousing platform and HadoopMapReduce as our computational infrastructure. As a user continually uses Friendbook, he/she will accumulate more and more body processes in his/her life documents, based on which, we can discover his/her life styles using the probabilistic topic model.

IV. QUERY AND FRIEND RECOMMENDATION

Before a user initiates a request, he/she should have accumulated enough activities in his/her life documents for efficient life styles analysis. The period for collecting data usually takes at least one day. Longer time would be expected if the user wants to get more satisfied friend recommendation results. After receiving a user’s request (e.g., life documents), the server would extract the user’s life style vector, and based on which recommend friends

```
Algorithm 1 Computing users’ impact ranking
Input: The friend-matching graph G.
Output: Impact ranking vector r for all users.
1. for i = 1 to n do
2. \( r_0(i) = \frac{1}{n} \)
3. end for
4. \( \delta = \infty \)
5. \( \epsilon = e^{-10} \)
6. while \( \delta > \epsilon \) do
7. for i = 1 to n do
8. \( r_{i+1}(i) = r_i(i) + \frac{1}{\delta} \sum_{j=1}^{n} w(i, j) r_i(j) \)
9. end for
10. \( \delta = \frac{1}{n} \sum_{i=1}^{n} [r_{i+1}(i) - r_i(i)] \)
11. end while
12. return r
```

The recommendation results are exceedingly dependent on users’ preference. Some users may prefer the arrangement to recommend users with high impact, while some users may want to know users with the most
similar life styles. It is as well possible that some users want the organization to recommend users who hold high impact and also similar lifestyles to them. To better characterize this requirement, we suggest the following metric to facilitate the good word,

\[ R_i(j) = \beta S(i,j) + (1-\beta) r_j \kappa \]

where \(R_i(j)\) is the recommendation score of user \(j\) for the query user \(i\), \(S(i,j)\) is the similarity between user \(i\) and user \(j\), and \(r_j\) is the impact of user \(j\). \(\beta\) \([0, 1]\) is the recommendation coefficient characterizing users’ preference. \(\kappa\) is introduced to make \(S(i,j)\) and \(r_j\) in the same order of magnitude, which can be more or less set to \(n/10\), where \(n\) is the number of users in the organization. When \(\beta = 1\), the recommendation is solely founded on the similarity; when \(\beta = 0\), the recommendation is solely based on the impact ranking.

With the metric in Eq. 15, our recommendation mechanism for finding the most appropriate friends to a query user is identified as follows. For a query user \(i\), the host calculates the recommendation scores for all the users in the system and sorts them in the descending order according to their recommendation scores. The top \(p\) users will be turned back to the query user myself. The parameter \(p\) is an integer and can be determined by the querying user. The complexity of our recommendation mechanism is \(O(n)\) since it matches all users in the organization, where \(n\) is the overall number of users in the organization.

We need the reverse index table, before calculating a recommendation score for each user, the server first picks up all the users having overlapping life styles with the query user and sets the similarities of rest users to the query user to 0. The host then checks all the users to calculate their recommendation scores. Although the complexity is still \(O(n)\), we can note that the reverse index table reduces the computation overhead, the advantage of which is considerable when the organization is in large-scale.

The pseudo code of the friend recommendation mechanism is shown in Algorithm 2.

```
Algorithm 2 Friend recommendation
Input: The query user \(i\), the recommendation coefficient \(\beta\) and the required number of recommended friends from the system \(p\).
Output: Friend list \(F_r\).
1: \(F_r \leftarrow \emptyset\).
2: extracts \(i\)'s life style vector \(L_i\) using the LDA algorithm.
3: for each life style \(z_i\) the probability of which in \(L_i\) is not zero do
4: put users in the entry of \(z_i\) into \(\emptyset\).
5: end for
6: for each user \(j\) in \(\emptyset\) do
7: \(S(i, j) = 0\).
8: end for
9: for each user \(j\) in the database do
10: \(R(j) = \beta S(i, j) + (1-\beta) r_j \kappa\).
11: end for
12: sort all users in decreasing order according to \(R(j)\).
```
Privacy is really important particularly for users who are sensitive to information leakage. In our design of Friendbook, we as well studied the privacy issue and the existing system can provide two levels of secrecy protection. First, Friendbook protects users’ privacy at the information layer. Instead of uploading raw data to the servers, Friendbook processes raw data and sorts them into activities in real-time. The recognized active- ities are labeled by integers. Second, Friendbook protects users’ privacy at the life pattern level. Instead of telling the similar animation styles of users, Friendbook only shows the recommendation scores of the recommended friends with the users. With the recommendation score, it is nearly impossible to infer the life styles of recommended friends.

V. EVALUATION

In this part, we demonstrate the performance evaluation of Friendbook on both small-scale field experiments and large-scale simulations.

5.1 Evaluation using RealData

We first evaluate the performance of Friendbook on small-scale experiments. Eight volunteers help contribute data and evaluate our system. Table 1 demonstrates the profession of these users. Most of them are students, while the rest includes a businessman, an office worker, and a waitress. Each volunteer carries a Nexus S smartphone with Friendbook application installed in forward motion.

They are needed to initiate the application after they awaken up and wrench it away before they get to bed. Apart from this, we do not visit any extra demand on the exercise of the smartphone. For instance, we do not want them to take the smartphone all the time during the day or attach the smartphone to some special roles of the physical structure.

It is worth mentioning that some of the eight users are already friends before experiments, but some of them are not. In fact, some strangers within the group become friends later. However, strangers living far away from each other do not become friends, although they choose each other as a friend at the friend recommended-turn phase.

<table>
<thead>
<tr>
<th>TABLE 1: Profession of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>User ID</td>
</tr>
<tr>
<td>--------</td>
</tr>
</tbody>
</table>

5.1.1 Activity Classification

Image 3 shows the classification results using the K-means clustering algorithm on the data gathered from the 3 users for a period of three months. Feature vectors instead of raw data are used for classification. Each feature vector consists of 7 attributes, \( f = [Tc, accx, Accy, arcs, gyrx, gray, gyrz] \) (see Section 4.2), and we extract feature vectors every 60 minutes. As depicted in Figure 8 (a), the sum of squared error drops quickly when the cluster number K increases from 1 to 10.
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and so does not switch too much after 15. This means that the daily lives of the volunteers are roughly composed of 15 different types of actions. Although we can use additional activities to characterize their daily lives at a finer scale, we find 15 an appropriate compromise as the most important natural processes are already taken. Other activities occur rarely and cannot considerably affect the friend recommendation results. Thus, we use K = 15 as the number of activities in Friendbook.

Figure 3 (b) shows the distribution of 15 active- ities. Most of activities have the probability of about 6%, and three activities have the probability of larger than 10%, and the remaining three activities have the probability of less than 2%. Corresponding to each activity, a centroid feature vector is calculated by using the K-means clustering algorithm. These 15 centroids are distributed to each smartphone so that it can perform real-time on-board activity recognition.

VI. CONCLUSION

In this report, we presented the design and implementation of Friendbook, a semantic-based friend recommend- dating scheme for social networks. Different from the friend recommendation mechanisms relying on social graphs in existing social networking services, Friendbook extracted life styles from user-centric data collected from sensors on the smartphone and recommended potential friends to users if they share similar life styles.
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